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CHARACTERIZATION AND PROPERTIES OF MACROMOLECULES. 
XII. NUMERICAL TREATMENT OF GEL PERMEATION CHROMATOGRAPHY DATA* 

Anthony R. Cooper and David P. Matzinger 
Dynapol 

1454 Page Mill Road 
Palo Alto, CA 94304 

ABSTRACT 

Gel permeation chromatography provides a continuous recording 
of polymer concentration as a function of elution time. 
may be converted by appropriate calibration into molecular weight. 
The chromatogram may be analyzed numerically to yield the various 
molecular weight averages. 
assumptions and approximations. 
duced in the calculated molecular weight averages by the methods 
described in the literature are reported. 

The latter 

This process involves a number of 
The magnitude of the errors intro- 

INTRODUCTION 

Gel permeation chromatography, GPC, provides a continuous 
measure of polymer concentration as a function of elution volume. 
The latter must be calibrated for molecular weight in order to 
obtain information on the polymer molecular weight averages and 
molecular weight distribution (MWD). Several methods have been 
proposed to calculate 
The most common method of computation involves a measurement of 

the molecular weight averages from GPC data 

* 
Based on a transcript of a lecture delivered at the Yhromatog- 
raphy of Polymers Symposium," Chicago ACS Meeting, August 1977. 
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68 COOPER AND MATZINGER 

peak heights at equal elution volume intervals. 
summations of these data. all the molecular weight averages may be 
calculated. There are several assumptions in this treatment, and, 
in this paper, we have examined in detail the errors arising from 
this approach. 

By appropriate 

COMPUTATIONS 

The calculations were performed ona Tektronix TEK 31 program- 
mable calculator equipped with a digital plotter. 
tions were also performed, using a program developed by Pickett 
et al. (1) .  

Computer calcula- 

THEORY 

For the purpose of testing the accuracy of the computational 
methods, an idealized chromatogram was generated, using a log normal 
distribution of molecular weight, i.e., 

2 2  exp [-(in M - En Km) /2a I 
(2a)1/2a W(Rn M) = 

where Hm is the median value of the distribution, 
6 is the standard deviation of En M. 

The molecular weight averages are related to these two parameters 
as follows: 

2 

2 
Number average 

Weight average 

Nn = Em exp (-a /2) 

Mw = Mm exp (+a /2) 
- 

2 - z average M~ = Gm exp (+35 /2] .  

Hence 
2 and KJEn = exp 0 
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CHARACTERIZATION OF MACROMOLECULES. XI1 69 

Chromatograms were synthesized, having a desired Hw and in by appli- 
cation of these formulae. The chromatogram height, h is equated 
to W(Ln M)i, and the elution volume, V 
linear calibration of the form 

i' 
, is obtained assuming a 

ei 

Ve = 8.75 - 1.75 log Mi 
i 

The molecular weight limits were set at ? 3a , which includes99.73% 
of the area of the log normal distribution. At this point, it is 
pertinent to review the assumptions involved in our calculations. 

1) The chromatogram height, hi, is proportional to thesolution 
concentration of species with molecular weight M 
viz., there is no band broadening. The proportional- 
ity constant of chromatogram height to concentration 
is independent of molecular weight. 
The calibration curve relating elution volume, Ve, to 
molecular weight is linear. 

i' 

2) 

DISCUSSION 

The calculation of molecular weight averages from peak height 
h. at a given elution volume and its associated molecular weight 
Mi has been outlined previously (2 ,3) .  

The chromatogram is divided into equal elution volume intervals, 
and the peak heights and molecular weights are tabulated. 

The molecular weight averages are evaluted from 

Figure 1 shows the method: 

- Chi 
"n = ~ h l / ~ 1  

There are two assumptions built into this approach. This approach 
implicitly integrates an area segment, and is the reason for which 
equal elution volume intervals are chosen. Thus, although the meas- 
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70 COOPER AM) MATZINGER 

h 

/ 
- 

h 

5 

Figure 1 Illustration of Equal Elution Volume Method for 
Calculation of Molecular Weight Averages 

urement of hi and the assignment of Eli is exact, the method is still 
capable of errors in the determination of segment area and the 
assignment of a single molecular weight to that area segment. 
problem has been well-known in the treatment of fractionation data 
(4), where the polymer is fractionated into discrete fractions of 
weight, w However, each fraction is usually characterized by 
only one molecular weight average, which is then assigned as the 
unique molecular weight of that fraction. 

This 

i' 

Consider the peak height h2 in Figure 1, which implicitly 
represents the striped area extending f 0 . 5  interval on either side 
of M2. 
is introduced which depends on the shape of the chromatogram in the 
region of interest. It should also be noted that two areas are not 
integrated in this treatment, shown by the shaded areas at the 
beginning and end of the chromatograms, since hl and h, are zero. 
The results are that in is too high because the very low molecular 

Thus the area is approximated by a rectangle, and an error 
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CHARACTERIZATION OF MACROMOLECULES. XI1 71 

weights are not integrated, and RW is too low because the high 
molecular weight tail is neglected. 

Boni et al. (5) previously recognized three sources of error in 
The first involved the assignment of the molecular this approach. 

weight at the center of one interval to the whole of that interval, 
and the second arose from the assignment of h to represent an area. 
A third involved the change of calibration curve slope within the 
interval. The first error is caused by the logarithmic variation 
of molecular weight within an interval. 
ular weight at the interval center disproportionately weights the 
lower molecular weights in that interval. By calculation, it was 
found that reducing the interval size to 0.25 count (1 count = 5 ml), 
the error in calculating H 
values of the calibration curve slope. 
ranges were -10 count, measurement of approximately 40 peak heights 
was required. 

Mn. 
of error. 

The assignment of the molec- 

could be eliminated for reasonable 
Since their separating 

n 

Intervals of 1.0 count introduced errors of -5% in 
- 

Essentially identical results were found for the second source 
The third source also was capable of introducing errors 

up to 5%. 

RESULTS AND DISCUSSION -- 
A simple calculator program was written to evaluate Equations 

1 and 2 for various idealized chromatograms based on log-normal 
distributions of molecular weight and a linear calibration curve. 
The distributions had identical Gm values of 10,000, and Mw/Mn 
values in the range 1.01 to 10.0. The program was written such 
that equal intervals were used as in Figure 1, as is usually done 
in GPC calculations. The calculations therefore ignore small area 
segments at the extremes of the chromatograph. 
shown in Table I. For narrow MWD polymers, the correct averages 
and polydispersity are recovered independent of  the number of data 
points used, which varied between five and 50. 

the recovered molecular weight averages and polydispersities are in 
error. 

- -  

The results are 

As the MWD increases, 

The error increases with increasing number of  data points 
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72 COOPER AM) MATZINGER 

TABLE 1 

CALCULATED VALUES FOR ";, AND M,, U S I N G  EOUAL E L U T I O N  

VOLUME I N T E R V A L S  FOR VARIOUS SAMPLE P O L Y D I S P E R S I T I E S  

- 

THEORETICAL VALUES - - - -  
MW % 'w/% 

CALCULATED VALUES 

- - -  
M / M n  

NO. DATA - 
POINTS 'W 'n W 

1 2 2 5 0  

1 4 1 4 0  

1 7 3 2 0  

2 2 3 6 0  

3 1 6 2 0  

1 0 0 5 0  9 9 5 0  

1 0 4 9 0  9 5 3 5  

8 1 6 5  

7 0 7 0  

5 7 7 5  

4 4 7 0  

3 1 6 2  

1 . 0 1  

1 . 1  

1 . 5  

2 . 0  

3.0 

5 . 0  

10 .0  

5 

1 0  

2 0  

5 0  

5 

10 

2 0  

50 

5 

10 

2 0  

5 0  

5 

1 0  

2 0  

5 0  

5 

1 0  

2 0  

50  

5 

1 0  

2 0  

50 

5 

10 

2 0  

so 

1 0 0 5 0  

1 0 0 5 0  

1 0 0 5 0  

1ou50 

1 0 4 8 5  

1 0 4 8 0  

1 0 4 8 0  

1 0 4 8 0  

3 2 2 4 0  

1 2 2 2 0  

1 2 2 0 0  

1 2 1 8 0  

1 4 1 2 0  

1 4 0 7 5  

1 4 0 2 5  

1 3 9 9 0  

1 7 2 9 0  

1 7 1 6 0  

1 7 0 5 0  

1 6 9 8 0  

2 2 2 9 0  

2 1 9 8 0  

2 1 7 5 0  

2 1 5 9 0  

3 1 4 0 0  

30630 

30095 

2 9 7 5 0  

9 9 5 0  

9 9 5 0  

9 9 5 0  

9 9 5 0  

9 5 4 0  

9 5 4 0  

9 5 4 0  

9 5 4 5  

8 1 7 0  

8 1 8 0  

8 2 0 0  

8 2 1 0  

7 0 8 0  

7 1 0 5  

7 1 3 0  

7 1 5 0  

5 7 8 5  

5 8 3 0  

5 8 6 5  

5 8 9 0  

4 4 9 0  

4 5 5 0  

4 6 0 0  

4 6 3 0  

3 1 8 5  

3 2 6 5  

3 3 2 0  

3 3 6 0  

1 . 0 1 0  

1.010 

1 . 0 1 0  

1 . 0 1 0  

1 . 0 9 9  

1 . 0 9 8  

1 . 0 9 8  

1 . 0 9 7 5  

1 . 4 9 8  

1 . 4 9 4  

1 . 4 8 9  

1 . 4 8 4  

1 . 9 9 4  

1 . 9 8 1  

1 . 9 6 7  

1 . 9 5 7  

2 . 9 8 9  

2 . 9 4 3  

2 . 9 0 7  

2 . 8 8 3  

4 . 9 6 4  

4 . 8 3 1  

4 . 7 2 8  

4 . 6 6 3  

9 . 8 5 9  

9 . 3 8 1  

9 . 0 6 5  

8 . 8 5 4  

used, which i s  contrary t o  the  pred ic t ions  of  Boni e t  a l .  (5). 
common pa t t e rn  i s  evident, which i s  t h a t  

theore t ica l  value, and the  e r ro r  increases with increasing number o f  

data points used. The converse i s  t r u e  f o r  gn. The combined r e s u l t  
i s  t h a t  Mw/Mn i s  lower than the  t r u e  values,  and the  e r r o r  increases 
with increasing number of da ta  poin ts .  

A 

i s  always less than the  
W 

- -  
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CHARACTERIZATION OF MACROMOLECULES. X I 1  73 

- -  
Below Mw/M values of 1.5, the recovered molecular weight ave- n 

rages are within 1% of the theoretical values. 
percent deviation of En and Ew when iw/Gn = 2. 
errors are approximately equal and opposite in sign, and approach 
1% as the number of data points increases. 
for the case where zw/Kn = 10 are shown. 
approximately equal and opposite in sign, and approach 6% at 50 data 
points. 

Values of En higher than, and values of  G less than, their 

Figure 2 shows the 
The percentage 

In Figure 3, the results 
Again, the errors are 

W 
theoretical values is consistent with the concept of the areas at 
the extremes of the chromatogram not being integrated. 
would expect this to decrease as the number of points was increased 
and the areas which were omitted became smaller. Similarly, the 
first and second errors discussed by Boni et al. would intuitively 
be expected to decrease with increasing number of  data points, i.e., 

However, one 

- 1 . 6 1 ,  , , , 
5 10 20 50 

Number of Points 

Figure 2 Percent Deviation of m and mw from their Theoretical 
Values as a Function of the Number of Data Points Used. 
Sample mm = 10,000, Mw/Mn = 2 

n 

- -  
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74 COOPER AND MATZINGER 

Number of Points 

Figure 3 Percent Deviation of and iw from their Theoretical n 
Values as a Function of the Number of Data Points Used 
Sample Rm = 10,000, Rw/En = 10 

as the area and molecular weight range per area segment became 
smaller, and are better represented by h. and M.. 

To investigate the sources of error further, we wrote a calcu- 
1 

lator program to calculate segment areas at unequal elution volume 

intervals to allow selective spacing of the area segments. 
significant differences could be found in the cases tested between 
equal and unequal interval spacing. 
grates the segment area by multiplying the average height of the 
segment boundaries by the elution volume between them. As such, it 
integrates the small areas at the high and low ends of the chromat- 
ogram, which are neglected in the usual peak height approach. 
comparison of the two methods is shown in Figure 4 .  

lar number of area segments, the peak area method produces larger 
errors than the peak height method. 
for error as a function of R /R 

No 

The peak area method inte- 

A 

Using a simi- 

Similar trends are observed 

w n' 
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CHARACTERIZATION OF MACROMOLECULES. XI1 75 

- -  
Figure 4 Comparison of Percent Deviations of Mw/Mn from their 

Theoretical Values, Calculated by the Peak Height and 
Peak Area Methods 

The results from the calculator program which calculates peak 
areas were compared with those from a computer program (1 ) .  

computer program determines the molecular weight distribution 
directly from the chromatogram, and then uses partial areas to cal- 
culate the molecular weight averages from the distribution. 
results of the comparison are shown in Figure 5, and show similar 
trends. The differences are not large, and may be due to data- 
smoothing routines which are incorporated in the computer program. 

The 

The 

CONCLUSIONS 

Literature methods for calculation of molecular weight averages 
from GPC chromatograms have been shown to introduce errors. 
polydispersity samples, the error introduced by the calculation 
becomes significant. 

For high 

Surprisingly, at all polydispersities, the 
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76 COOPER AND MATZINGER 

Number of Points 

+ 0.6 
- Mwm" = 1.1 

0.4 - 

.- > -  

f 0.2 
l a  - 

0.4 

1 - 0.6 

- 

t 
11 15 2' 

Number of Points 

' 

-- Peak Area 
Chevron Program - 

Figure 5 Comparison of Percent Deviation of En and Ew from their 
Theoretical Values as a Function of the Number of Data 
Points using the Peak Area and Computer (Chevron Program) 
Methods. 
Sample Kn = 10,000, Mw/Mn = 3 . 0  or 1.1 

- -  

error introduced by the calculation increases as the number of data 
points is increased. 
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